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Abstract: We present an approach of deterministic phase engineering that 
can enable the rational design of optical Fano resonances with arbitrarily 
pre-specified lineshapes. Unlike all the approaches previously used to 
design optical Fano resonances, which fall short of designing the 
resonances with arbitrary lineshapes because of the lack of information for 
the optical phases involved, we develop our approach by capitalizing on 
unambiguous knowledge for the phase of optical modes. Optical Fano 
resonances arise from the interference of photons interacting with two 
optical modes with substantially different quality factors. We find that the 
phase difference of the two modes involved in optical Fano resonances is 
determined by the eigenfrequency difference of the modes. This allows us 
to deterministically engineer the phase by tuning the eigenfrequency, which 
may be very straightforward. We use dielectric grating structures as an 
example to illustrate the notion of deterministic engineering for the design 
of optical Fano resonances with arbitrarily pre-specified symmetry, 
linewidth, and wavelengths. 
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1. Introduction 

Optical Fano resonances bear significant potentials for applications in a wide range of fields 
including sensing [1–5], lasing [6–8], switching [9–15], nonlinear [16–21], and slow-light 
device [8, 22, 23]. Physically it arises from the interference of photons that simultaneously 
interact with two different modes, one with low quality factors (low-Q) and the other high 
quality factors (high-Q). The interference can facilitate the excitation of the high-Q mode, 
which could be difficult by the direct incidence of external light, and thereby gives rise to 
unusual optical responses that are typically manifested by a sharp peak with symmetric or 
asymmetric profiles embedded in a slow-evolving background spectrum. Controlling the 
frequency and lineshape of the peak, including symmetry and linewidth, to be whatever pre-
specified is very important for the application of optical Fano resonances. However, despite 
the demonstration of the resonance in numerous systems, such as photonic crystals, plasmonic 
nanoparticals, metamaterials and so on [24, 25], the capabilities to rationally design optical 
Fano resonances with arbitrarily pre-specified lineshapes at arbitrarily pre-specified 
frequencies and frequencies have remained elusive. 

One key challenge is the lack of knowledge for the phase associated with optical modes. 
The phase plays a critical role in the interference involved in optical Fano resonances. 
Although a variety of approaches have been developed to either simulate or design optical 
Fano resonances, including optical analog of the Fano model [26–28], coupled oscillator 
model [29–31], temporal coupled mode theory [32–34], and FDTD simulations, none of them 
is able to provide unambiguous information for the phases involved. Here we present an 
approach of deterministic phase engineering that can be used to rationally design optical Fano 
resonances with arbitrarily pre-specified lineshapes. We demonstrate that the phase difference 
between a high-Q and a low-Q mode that interfere with each other is solely determined by the 
difference in the eigenvalue of the two modes. This allows us to deterministically engineer 
the phase by simply tuning the eigenvalue. We also argue that the frequency of an optical 
Fano resonance with rationally designed lineshapes can be readily tuned by simply scaling the 
demension of the structure involved. We use grating structures as an example to illustrate the 
notion of deterministic engineering for the rational design of optical Fano resonances with 
arbitrarily pre-specified symmetry, linewidth, and frequencies. 

Our approach of deterministic phase engineering is built upon an intuitive model, coupled 
leaky mode theory (CLMT), which we have recently developed for the evaluation of light 
absorption and scattering of dielectric nanostructures [35–38]. The CLMT model considers a 
dielectric structure, regardless the physical features, as a leaky resonator and its light 
absorption and scattering as a result of the coupling between incident light and the structure’s 
leaky modes. Leaky modes are natural optical modes with propagating waves outside the 
structure, and each of them has a complex eigenvalue (Nreal - Nimag.i). The major advantage of 
the CLMT model is providing capability to evaluate the light-matter interaction contributed 
by every single mode. This may open up a bottom-up strategy for the rational design of 
optical structures, in which we can control the optical response of a multiple-mode structure 
by engineering the contribution from each individual mode. 

2. Determining the optical phase of leaky modes 

We have previously demonstrated that the CLMT model allows us to find out the phase 
associated with the leaky mode in single nanostructures in spherical or cylindrical shapes 
[37]. We use one dimensional (1D) dielectric grating structures illuminated by a plane wave 
in the normal direction [Fig. 1(a)] as an example to illustrate the approach of deterministic 
phase engineering. For simplicity, we assume the dielectric materials to be lossless with a 
refractive index n = 3.65 (close to silicon). We also only consider incident light with 
transverse magnetic (TM) polarization, i.e. the electric field parallel to the longitudinal 
direction of the grating element. Without losing generality, we assume the element to be 
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square (thickness versus width a/b = 1) and the grating to have a filling factor of 0.83 (width 
versus period b/P = 0.83). We can numerically calculate the eigenvalue and field distribution 
of leak modes in the grating structure [35]. The quality factor of the mode Q can be calculated 
from the real and imaginary parts of the eigenvalue as Q = Nreal/(2Nimag). Figure 1(b) shows 
the calculated electric field distribution Ez of typical leaky modes and the corresponding 
complex eigenvalues are listed in Table 1. Each of the leaky modes is labeled using a mode 
number m and an order number l as TMml, where m and l represent the number of maxima in 
the electric field (|Ez|2) distribution along the y (horizontal) and x (vertical) axes, respectively. 
Depending on the radiative loss, which is indicated by the imaginary part of the eigenvalue, 
we can divide the leaky modes into two categories, TM31, TM32, TM33 as high quality factor 
(high-Q) modes and TM12, TM13, TM14 as low quality factor (low-Q) modes. The high-Q 
modes have smaller imaginary parts in the eigenvalue and stronger confinement in the 
eigenfield. We can also divide the leaky modes into even and odd modes based on the 
symmetry of the eigenfield with respect to the mirror plane parallel to the structure, for 
instance, TM12, TM14, TM32 as odd modes and TM13, TM31, TM33 even modes. 

 

Fig. 1. (a) Schematic representation for the coupling of external electromagnetic waves with 
one-dimensional grating structures. The coordinate system and the dimension of the grating 
structure are labeled as shown. (b) Electric field distribution Ez of typical leaky modes with 
transverse magnetic (TM) polarization in a square grating. The size ratio a/b and the filling 
factor b/P of the grating are 1 and 0.83, respectively. 

Table 1. Leaky modes of the grating structure 

 Nreal Nimag θ(π) Parity 

TM12 3.391 0.644 0 odd 

TM13 6.625 0.572 0.015 even 

TM31 6.755 0.029 0.595 even 

TM32 8.205 0.052 0.092 odd 

TM14 9.834 0.525 0.025 odd 

TM33 10.36 0.062 0.0491 even 

The reflection and transmission of the grating can be evaluated using the CLMT model. 
As shown in Fig. 1(a), we consider the incoming wave for the grating as W1+, and the 
outgoing waves as W1- (reflection) and W2- (transmission), whose square amplitude represents 
the power carried. These waves are correlated with each other through coupling with the 
leaky modes of the grating structure. Intuitively, the incoming wave can couple energy into 
the leaky mode, and the energy stored in the mode may subsequently radiate out in forms of 
outgoing waves. For simplicity, let’s start with the coupling of one single mode TMml. We 
may find out the reflection and transmission coefficients of the leaky mode for an incident 
frequency ω (detailed derivative process seen in Appendix A) as 
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where θml is the intrinsic phase of the leaky mode and physically represents the phase change 
induced by the coupling of electromagnetic waves in or out of the leaky mode. Nreal and Nimag 
are the real and imaginary parts of the eigenvalue of the mode, which can be related with the 
mode’s eigenfrequency ωml and radiative decay rate γml as, Nreal = nωmla/c and Nimag = nγmla/c, 
(c is the speed of light in vaccum). k is the wavenumber of the incident light in free space as k 
= ω/c. The ± sign in the transmission tml is related with the parity of the mode ( + for even 
mode and − for odd mode). As indicated by the eigenfields shown in Fig. 1b, the outgoing 
waves of odd modes at the two sides of the grating have a phase difference of π. We have 
previously demonstrated that the optical response of a multiple-mode structure is just a simple 
summation of the contribution from all the individual modes [36, 37]. Equations (1) and (2) 
can be used to evaluate the reflection and transmission of a Fano resonance that involves two 
modes (one high-Q mode and one low-Q mode) as 
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where Nimag, Nreal, and mlθ are the eigenvalue and phase of the low-Q mode while N’imag, N’real, 

and θ’ belong to the high-Q mode. The term of (2 )mlie θ π+  represents a direct reflection of the 
incoming wave. Intuitively, the high-Q mode is difficult to be directly excited by incident 
light and its excitation is likely through an indirect way channeled by a coupling with the low-
Q mode. Therefore, there is no direct reflection term contributed by the high-Q mode. The 
first ± sign in the transmission is related with the parity of the low-Q mode and the second is 
dependent on if the parity of the high-Q mode is the same as that of the low-Q mode ( + for 
the same and – for opposite). 

We find that the phase difference of the two modes (θml - θ’) can be rigorously 
determined. Similar to what previously used to the analysis of guided resonances in photonic 
crystals, we apply the constrain of energy conservation, |rml|2 + |tml|2 = 1 and |rF|2 + |tF|2 = 1 to 
Eqs. (1)-(4). This may give rise to 

 (2 ) ( )mli
ml mle r tθ π+ = − ±  (5) 

Equation (5) indicates that the optical phase of the high-Q mode is solely determined by the 
reflection and transmission coefficients of the low-Q mode! This is consistent with the 
intuitive picture that the excitation of the high-Q mode is mediated by the low-Q mode. We 
can get more insight by substituting Eqs. (1)-(2) into Eq. (5). We find that the two modes with 
opposite parities may have identical phase as θml = θ’ and cannot enable Fano resonances, 
which is caused by inefficient coupling of the modes due to the opposite parities. For the two 
modes have the same parity ( + in the parenthesis of Eq. (5)), we may have 
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This indicates that the phase difference of the two modes is determined by the difference of 
the eigenvalue of the two modes. For a structure involving multiple modes, where a high-Q 
mode may interfere with more than one low-Q modes, to precisely evaluate the phase would 
require the reflection and transmission contributed from all the related low-Q modes to be 
taken into account. However, Eqs. (6) and (7) stand as a very good approximation for the 
scenario where the eigenvalue of the high-Q mode is closer to that of one low-Q modes than 
the other low-Q modes. The conclusion that the phase difference of the modes is associated 
with the difference in eigenvalues holds universally regardless the complexity of the 
structure. 

 

Fig. 2. Comparison of (a) the reflection and (b) transmission spectra calculated by using the 
CLMT model (dash lines) and FDTD techniques (solid lines). 

To confirm the validility of our analysis on the phase difference, we numerically evaluate 
the spectral transmission and reflection of the grating structure based on Eqs. (3)-(7) and 
compare the result with what obtained using the well established FDTD techniques. The 
numerical evaluation involves all the leaky modes listed in Table 1. We first estimate the 
intrinsic phase of the low-Q modes TM12, TM13, and TM14. As indicated by the calculated 
eigenfield given in Fig. 1(b), these modes can be approximately considered as Fabry-Perot 
resonances in a dielectric slab. And the corresponding intrinsic phase can be correlated to the 
wave propagation in the vertical direction and is expected to be close to zero (or 2pπ, p = 1, 2, 
3, 4…), similar to what expected in Fabry-Perot resonances. Based on this intuitive picture, 
we may have 2θ1l = (Nreal,1l - Nreal,12) + 2θ12 for odd modes (l = 2, 4, 6 …) and 2θ1l = (Nreal,1l - 
Nreal,12) + 2θ12 + π for even modes (l = 3, 5, 7 …), where Nreal,1l = nω1la/c indicates the 
propagation phase of TM1l and the term of π is associated with the parity of the mode. As a 
reasonable approximation, we set the phase of the lowest order mode 12θ  to be zero, and can 

get the phases of all the low-Q mode as shown in Table 1. We can also find out the phase of 
the high-Q modes using the strategy given in Eqs. (6) and (7) and the results are given in 
Table 1 as well. Figure 2 shows the transmission and reflection spectra obtained from the 
numerical evaluation of Eqs. (3) and (4) using the parameters given in Table 1 (more 
information of the evaluation seen in Appendix C). Also plotted are the transmission and 
reflection spectra of the same grating structure calculated by using FDTD techniques. We can 
find a very nice match between the results obtained from the two different approaches. 

3. Phase engineering for optical Fano resonances 

The correlation of the phase difference to the eigenvalue difference provides useful guidance 
for the engineering of optical phases to rationally design optical Fano resonances. It 
essentially converts the engineering of optical phases to the engineering of eigenvalues, the 
latter of which is much easier. Again we use rectangular grating structures as an example to 
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illustrate the notion of eigenvalue engineering for the engineering of optical phases. We start 
with choosing two arbitrary modes with the same parity, for instance, TM13 and TM31 or 
TM14 and TM32 modes, because the modes with opposite parities cannot enable Fano 
resonances as discussed in the preceding text. The eigenvalue engineering for the leaky 
modes in rectangular grating structures can be realized by simply changing the size ratio 
(thickness versus width) of the rectangular element. We have previously demonstrated that 
the eigenvalue (Nreal) of leaky modes in rectangular structures is linearly dependent on the 
size ratio (a/b) and the dependence is accociated with with the mode and order numbers m 
and l of the mode, approximately as Nreal ≈(m − 1)πa/b + (l − 1)π [35]. But the imaginary part 
Nimag is not very sensitive to the size ratio. Figure 3a shows the Nreal of TM13 and TM31 modes 
as well as the Nimag of TM13 mode as a function of the size ratio (without losing generality, the 
filling factor is arbitrarily set to be 0.83 in this calculation). By substituting the calculated 
result in Eqs. (6) and (7), we can obtain the phase difference of the two modes as a function 
of the size ratio as shown in Fig. 3(b). This allows us to engineer the phase difference for 
control of optical Fano resonances by simply tuning the size ratio. For instance, to engineer 
the phase difference of the TM13 and TM31 modes to be 0.5π, π, and 1.5π, we just need control 
the size ratio of the rectangular element in the grating structure to be 0.89, 0.98, and 1.08 (the 
filling factor being 0.83). Figures 3c-3e show the designed optical Fano resonances, which 
exhibit symmetric or asymmetric lineshapes as expected. 

 

Fig. 3. Phase engineering for the design of Fano resonances with controlled lineshapes. (a) The 
real part of calculated eigenvalues of TM13 and TM31 as well as the imaginary part of the 
eigenvalue of TM13 as a function of the size ratio (thickness versus width). Without losing 
generality, the filling factor (width versus period) of the grating structure involved in the 
calculation is set to be 0.83. (b) Phase difference between the TM13 and TM31 modes as a 
function of the size ratio. The dashed lines indicate the size ratio required for phase differences 
of 0.5π, π, and 1.5π, respectively. (c-e) Transmission spectra of the grating structures with the 
chosen size ratios as indicated in (b). The phase difference and the size ratio used for each 
grating structure are labeled as shown. The leaky modes are also labeled and the unlabeled 
peak at nka ~7.3 in (c) is contributed by TM32. The transmission spectra calculated by using 
the CLMT model (dash lines) and FDTD techniques (solid lines) both are given to further 
confirm the validity of the CLMT model. 

As an additional note, the linewidth and frequency of optical Fano resonances can be 
independently tuned in a straightforward ways without causing changes in the lineshape. The 
linewidth is dictated by the radiative loss of the high-Q mode that is related with the 
imaginary part Nimag of the modal eigenvalue. And it can be tuned by simply controlling the 
filling factor (width versus period b/P) in grating structures. We find that Nimag of the leaky 
modes in grating structures monotonically decrease with the filling factor increasing, while 
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the real part of the eigenvalue (Nreal) remains to be pretty much constant regardless of the 
filling factor as shown in Fig. 4(a). The correlations of Nimag and Nreal with the filling factor 
can be understood from an intuitive perspective. The leaky mode may turn to be a guided 
mode with no radiative loss if the filling factor is equal to 1, and the field confinement is 
expected to decrease with the inter-element spacing increasing (filling factor decreasing). In 
contrast, the resonant condition is more related with the dimension of each individual 
element, instead of the inter-element spacing. The different dependences of Nimag and Nreal on 
the filling factor may provide capabilities to tune the linewidth of optical Fano resonances by 
controlling the period of the grating without causing much change in the phase difference 
(lineshapes) as shown in Fig. 4(b). Additionally, the frequency of optical Fano resonances can 
be simply tuned to be arbitrary values by scaling the dimension of the structure involved. All 
the rational design of optical Fano resonances with arbitrary lineshape and linewidth we have 
discussed so far use the normalized parameter nka to be the variable, as shown in Fig. 3 and 
Fig. 4. For a designed Fano resonance with a fixed value of nka, its resonant frequency ω can 
be readily tuned to be any arbitrary value by scaling the dimension of the structure. 

 

Fig. 4. Control of the linewidth of Fano resonances. (a) The real part and (b) imaginary part of 
calculated eigenvalues of TM13 and TM31 as a function of the filling factor. The dashed lines 
indicate the filling factors that should be chosen in order to tune Nimag to be arbitrarily values 
0.02 and 0.011. Without losing generality, the size ratio (thickness versus width versus a/b) of 
the grating element involved in the calculation is set to be 1.08. (c-e) Transmission spectra of 
the grating structures with the chosen filling factors as indicated in (b). The linewidth of the 
Fano resonance can be clearly seen in the inset, which is twice as big as Nimag of the high-Q 
mode due to the correlation between the quality factor Q and Nimag as Q = Nreal/(2Nimag). The 
size ratio used for each grating structure is labeled as shown. 

4. Conclusion 

In conclusion, we have demonstrated an approach to deterministically design optical Fano 
resonances with arbitrarily pre-specified lineshapes, linewidth, and frequencies. The key is to 
engineer the phase difference of the two modes involved in Fano resonances. We demonstrate 
that the phase difference between a high-Q mode and a low-Q mode is determined by the 
eigenvalue difference of the two modes. This is because the high-Q mode is excited indirectly 
through the coupling with the low-Q mode instead of directly by external incidence. It 
enables capabilities to deterministically engineer the optical phases by controlling the 
eigenvalues of optical modes. We use grating structures as an example to illustrate the 
determinstical design of optical Fano resonances. 
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Appendix 

A. Derivative for the reflection and transmission efficiency 

The coupling of electromagnetic waves with the leaky mode can be described by formalism 
similar to conventional temporal coupled mode theory [39]: 

 1( )ml ml ml

da
i a W

dt
ω γ κ += − + +  (8) 

 1 , 1 1 ,W ml a mlW C W C a− += +  (9) 

 2 2 ,a mlW C a− =  (10) 

where a is the amplitude of electromagnetic fields coupled into the leaky mode from the 
incident light whose squared magnitude represents the energy stored. ωml and γml are the 
eigenfrequency and radiative decay rate of the leaky mode. κml and Ca,ml are the input and 
output coupling coefficients between the leaky mode and external waves, respectively. We 
use C1a,ml and C2a,ml as the output coupling coefficient for the reflected and transmitted waves 
because the two waves has a phase difference of π when the leaky mode is an odd mode. 
CW,ml is a background reflection coefficient, representing the reflection of the incoming wave 
without interacting with the leaky mode. 

We can find out expressions for the coupling and reflection coefficients based on the 
principles of energy conservation and time-reversal symmetry. In the case of no incoming 
wave, from Eqs. (8)-(10), we have 

 0 exp( )ml mla E i tω γ= − −  (11) 

 1 0 1 , exp( )a ml ml mlW E C i tω γ− = − −  (12) 

 2 0 2 , exp( )a ml ml mlW E C i tω γ− = − −  (13) 

The leakage rate of the energy must be equal to the power of the outgoing waves 

 ( )
2

2 22 2

1 , 2 ,2 ml a ml a ml

d a
a C C a

dt
γ= − = − +  (14) 

Based on the symmetry of the eigenfield (see Fig. 1b), C1a,ml and C2a,ml are identical when the 
leaky mode is even but may have a phase difference of π when the mode is odd. Therefore, 

we may have C1a,ml = C2a,ml = mli
ml e

θγ  for even leaky modes while C1a,ml = mli
ml e

θγ  and 

C2a,ml = - mli
ml e

θγ  for odd leaky modes. θml is the intrinsic phase of the leaky mode. 

Intuitively, it indicates the change in phase when the wave couples in or out the leaky mode. 
According to the time-reversal symmetry, when two exponentially growing waves in 

amplitude of *
1W −  nd *

2W − are input, we would expect the energy stored in the leaky mode 

exponentially increase as *
0 exp( )ml mla E i tω γ= +  with no outgoing waves. In this case, Eq. 

(8) can be written as 

 * *
1, 1 2, 2

*
( ) *ml ml ml ml

da
i a W W

dt
ω γ κ κ− −= − + + +  (15) 

 *
, 1 ,0 *W ml a mlC W C a−= +  (16) 

We have 
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 * *
1, 1 , 2, 2 ,2 ml ml a ml ml a mlC Cγ κ κ= +  (17) 

 1 ,
, *

1 ,

a ml
W ml

a ml

C
C

C
= −  (18) 

Similar to C1a,ml and C2a,ml, κ1,ml, and κ2,ml are identical when the leaky mode is even but may 
have a phase difference of π when the mode is odd. The only way to satisfy Eq. (17) is κml = 
Ca,ml, suggesting that the in-coupling and out-coupling coefficients are identical. From Eq. 

(18), we have CW,ml = (2 + )mlie θ π . The phase term of 2θml + π can be intuitively understood as 
resulting from two coupling processes, the incoming wave coupled into the leaky mode and 
then coupled out to environment as the reflected wave. Each of the coupling causes a phase 
change of θml and the extra π phase shift results from the opposite directions of the reflected 
wave W1- and the incoming wave W1+. By considering all of these coefficients, we have 

 1( )
ml

ml ml

a W
i

κ
ω ω γ +=

− − +
 (19) 

 1
, 1 , , 1 ,

1 1 ( )
ml

W ml a ml W ml a ml
ml ml

W a
r C C C C

W W i

κ
ω ω γ

−

+ +

= = + = +
− − +

 (20) 

 2
2 ,

1 ( )
ml

a ml
ml ml

W
t C

W i

κ
ω ω γ

−

+

= =
− − +

 (21) 

B. Derivation for the phase of high-Q modes 

Intuitively, we can consider optical Fano resonances as a perturbation caused by high-Q 
modes for a slow-evolving background spectrum contributed by low-Q modes. We can have 
the reflection rF and transmission tF of the Fano resonance as 

 F B hr r r= +  (22) 

 F B ht t t= +  (23) 

where rB and tB are the reflection and transmission of the background spectrum, rh and th are 
the reflection and transmission contributed by the high-Q mode. As show in Eq. (3) 

 
'

2 '
' '( )

imag i
h

real imag

N
r e

i N nka N
θ=

− +
 (24) 

 
'

2 '
' '( )

imag i
h

real imag

N
t e

i N nka N
θ= ±

− +
 (25) 

Typically multiple low-Q modes would be involved to contribute the background reflection 
and transmission, but it is reasonable to consider only the one closest to the high-Q mode 
when the high-Q modes is substantially further away from other low-Q modes. In this case, 
we have F ml hr r r= +  and F B ht t t= + . According to the principle of energy conservation, 

2 2
1ml mlr t+ =  and 

2 2
1F Fr t+ = , we have 

 * * 2 * * 2| | | | 0h ml h ml h h ml h ml hr r r r r t t t t t⋅ + ⋅ + + ⋅ + ⋅ + =  (26) 

As th = ± rh. We can rewrite the Eq. (26) as 
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 ( ) ( )2 * * *2 | |h h ml ml h ml mlr r r t r r t− = ⋅ ± + ⋅ ±   (27) 

We can also rewrite Eq. (24) as 

 ( )
'

2 '2 '
' '( )

imag ii
h h

real imag

N
r e r e

i N nka N
ϕ θθ += =

− +
 (28) 

Where 

( )

'

2' 2 '

cos
( )

imag
h

real imag

N
r

N nka N
ϕ= =

− +
, and 

'

'
tan real

imag

N nka

N
ϕ −

= −  

By substituting Eq. (28) into Eq. (27), we have 

 ( ) ( ) ( ) ( )2 ' 2 '2 * *2 | | i i
h h ml ml h ml mlr r e r t r e r tϕ θ ϕ θ+ − +− = ⋅ ± + ⋅ ±  (29) 

By rearrangement we have 

 ( ) ( ) ( ) ( )2 ' 2 '* *2 | | i i
h ml ml ml mlr e r t e r tϕ θ ϕ θ+ − +− = ⋅ ± + ⋅ ±  (30) 

which can be rewritten as 

 ( ) ( )* * 2 ' 2 '2cos i i i i
ml ml ml mlr t e e r t e eθ ϕ θ ϕϕ − −− = ± ⋅ + ± ⋅  (31) 

Which can only be satisfied when ( )2 'i
ml mle r tθ = − ±  

C. Evaluation of the reflection and transmission speatra of multi-modes structures 

We can use the equations for the transmission and reflection of single low-Q and high-Q 
modes as indicated by Eqs. (1)-(4) to evaluate the optical responses of a structure involving 
multiple leaky modes. Generally, as what we have demonstrated previously, the optical 
response of a multiple-mode structure just by simply summing up the contribution of all 
individual modes involved 

 
,

ml ml
m l

R r f Corr=  (32) 

 
,

ml ml
m l

T t f Corr=  (33) 

We include two minor correction factors f and Corr for the purpose of obtaining better 
accuracy in the result. It is worthwhile to point out that the evaluation result without involving 
the correction factors is also reasonably good but shows some minor inconsistence with the 
results obtained from FDTD simulations. The term f is to correct the difference between the 

incoming wave W1+ and the intensity of the incident light I0 as 
2

0 1I f W += . Physically, it is 

associated with the directivity of the coupling between incident light and the leaky mode. We 
have previously demonstrated that the amplitude f can be obtained by fitting the absorption 
spectrum of the structure by introducing a small intrinsic loss (for instance, n = 3.65-0.01·i) in 
the material [35]. The term f for all the leaky modes of the grating structure is listed in Table 
1. We can find there are all very close to be unity. Corr is a correction term that limits the 
leaky mode to only couple with incident light close to its eigenfrequency. The involvement of 
the term Corr is particularly important for the low-Q modes, whose contribution would be 
overestimated without involving the term of Corr. Corr does not have a rigorous expression, 
but we have previously found that 1/[1 + (α − 1)2 ] for α > 1 or 1/[1 + (1/α − 1)2 ] for α < 1 is 
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a reasonable estimate, where α indicates the ratio of the incident frequency versus the 
eigenfrequnecy as α = nka/Nreal. 
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